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Abstract
Understanding and making use of audience feedback is important
but difficult for journalists, who now face an impractically large vol-
ume of audience comments online. We introduce AudienceView, an
online tool to help journalists categorize and interpret this feedback
by leveraging large language models (LLMs). AudienceView identi-
fies themes and topics, connects them back to specific comments,
provides ways to visualize the sentiment and distribution of the
comments, and helps users develop ideas for subsequent reporting
projects. We consider how such tools can be useful in a journalist’s
workflow, and emphasize the importance of contextual awareness
and human judgment.

CCS Concepts
•Human-centered computing→ Empirical studies in HCI;
Web-based interaction; Visualization toolkits; • Computing
methodologies → Natural language processing.
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1 Introduction
Journalists have a longstanding interest in the identity of the au-
dience and how that audience responds to the journalists’ work
[19], though this impulse is balanced against the need to preserve
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journalistic independence. Journalism’s traditional means of ob-
taining and considering audience feedback, however, have been
upended in recent years by the rise of the Internet, which provides
far more input from readers and viewers than ever before. In place
of letters to the editor and Nielsen audience figures, journalists
now have access to detailed clickstream information, engagement
statistics from social media, and above all a wealth of reader com-
ments. Leveraging recent advances in natural language processing,
themselves driven by the same increase in the scale of web data,
we aim to simplify the task of engaging with these comments and
deriving actionable insights from them.

This paper introduces AudienceView,1 an AI-assisted tool for
journalists to make sense of audience feedback on YouTube. We
have developed AudienceView in partnership with PBS’s Frontline
team, and development is thus targeted toward YouTube-hosted
video journalism. The tool is, however, modular and extensible to
other comment sources. Our evaluation applies it to all Frontline
documentaries during the more than 10 years between August
2013 and January 2024 (250 in total), comprising just over 599,000
comments.

AudienceView complements prior work on AI for qualitative
analysis and sensemaking [4, 8, 16] in the particular context of
journalism. Some of its components can also be viewed as a kind of
summarization, building on a long literature inNLP on that question.
Because of the diversity of the comments and use cases, we have
designed AudienceView with two goals in mind: a) providing more
than one way to visualize and understand the data, and b) keeping a
close connection to the underlying comments, and surfacing them
wherever possible. Both are intended to complement, rather than
replace, human judgment in producing news.

2 Related Work
NLP for sensemaking and qualitative analysis. Both commercial

[12, 22] and academic [16] tools use AI for qualitative analysis on
textual data. These tools, however, are sometimes expensive and
remain within a qualitative analysis paradigm that requires con-
siderable effort from the analyst. A number of NLP tools and topic

1A deployed version of the tool is available at https://frontline.ccc-mit.org/, and the
underlying code is available at https://github.com/mit-ccc/AudienceView-demo.
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(a) An example of the dashboard view shown for each video. (b) GPT-generated themes at the channel level.

Figure 1: Selected views of the app interface: a video-level dashboard of comments, and channel-level generated themes.

detection algorithms have been developed to allow more automated
sensemaking from textual data. In addition to classic methods like
latent Dirichlet allocation [5], more recent neural network-based
techniques include top2vec [1] and BERTopic [9], often based on
the general idea of clustering dimension-reduced embeddings from
a language model. While these methods are powerful, they require
technical knowledge and are inaccessible to non-technical users.
Generative AI tools like ChatGPT are more accessible, but have
issues for journalistic sensemaking, especially a lack of integration
with news and social sites and limited context-window lengths. We
can help fill this gap, inspired by similar efforts in the domain of
survey responses [4], with a journalism-focused tool that leverages
these advanced NLP methods while also handling collection of
audience comments and providing a user-friendly interface.

Digital journalism. The question of audience understanding has
received much attention in journalism and journalism scholarship
over the years [19]. Journalists’ ability to acquire audience feedback
at all is partly a function of technology, and doing so has become
much easier in the digital-media era. Social media in particular
has become central to, and sped up, journalistic practice [11], and
much work also argues that these changes amount to “ambient”
journalism [10] or “context collapse” [13] that brings the audience
more deeply into the process and inspires changes in journalists’
presentation of news. Reporters and editors now put much more
effort into understanding the audience [23], especially via click-
stream or traffic-tracking tools like Chartbeat [7]. Comments, while
important, often receive less attention because of the unpleasant
nature of abuse and trolls [19]. On the AI side, most work on AI in
journalism has considered AI as a direct producer of news articles
[20], or AI in journalism education [17]. We aim rather to use AI
for sense-making, helping journalists understand audience views.

3 System Overview
AudienceView has both backend and frontend components, with
the user-facing frontend implemented with the Streamlit frame-
work [21]. In deployment, various aspects can be customized: the
YouTube channel to report on, the OpenAI [15] (GPT-4 by default)
and local language models [24] used to interpret the comments, the
prompts given to downstream language models, and more. It is in-
tended to require limited technical setup and provide an accessible
interface for frontend users. At several points in the interface, we
make sure to connect generated topics, suggestions, and themes
back to the underlying comments (as shown in Figure 1b). This is
a deliberate design choice intended to give the user more direct
engagement with audience feedback, reducing the need to trust an
AI system.

Backend. Before frontend use, the system has several backend
processes which collect and process YouTube data. Running these
steps before deployment is essential to reduce latency for the end
user. In addition to collecting comments and videos, these processes
calculate summary statistics for videos, create sentiment scores via
a local transformer model2 [2], and generate the topic clusters and
video- and channel-level themes and suggestions discussed below.

3.1 Video tab
The video tab provides detailed information on each video, shown
in Figure 1a. It features controls to select a video from the list of
all videos in the channel, with options to sort the list chronologi-
cally, alphabetically and by measures of engagement. Once a video
has been selected, the tab provides summary statistics about its
comments, including their average sentiment, and a visualization
of their distribution over time. To provide more detailed insight
into the comments, there is also a word cloud of the most common
terms they contain, color-coded by sentiment score.

2Hugging Face: cardiffnlp/twitter-roberta-base-sentiment-latest
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Comment themes. The video tab also offers AI-generated themes
detected in the video’s comments. These themes are generated by
GPT-4 in response to a prompt that includes 100 randomly sampled
comments and asks the model to “summarize the major themes of
the comments, and please cite examples.” The frontend shows the
comments the model cites for each theme in tooltips, allowing the
user to examine both original content and high-level AI synthesis.

Suggestions. This tab also features GPT-4-generated suggestions
for future content in light of the comments, intended as an aid
to ideation grounded in audience feedback, rather than a to-do
list or ready-made editorial agenda. These suggestions similarly
use 100 randomly sampled comments, and ask “what kinds of new
documentary content should [news org] work on?” As with themes,
the prompt instructs the model to cite comments supporting its
answers, and the frontend makes them easily accessible in tooltips.
(Full prompts are available in the source code.)

3.2 Channel tab
The channel tab provides information on the overall YouTube chan-
nel, separate from any particular video. The top of this tab features
summary statistics like those at the top of the video tab – among
others, the most recent date YouTube data was collected, the num-
ber of views, the number of comments, and the average sentiment
score of the comments.

Comment themes and suggestions. As on the video tab, the chan-
nel tab includes GPT-generated themes and suggestions, using the
same prompt and random sampling approach to comments. The
comments in this case, however, are sampled from the entire chan-
nel rather than only one video, providing a higher-level view of
audience interests and feedback.

Figure 2: The topics detected in channel-wide comments.

Comment topics. In addition to themes, we provide an alterna-
tive way to explore the topics contained in the comments, using
a pipeline that includes all comments rather than only a random
sample. These topics are detected by applying HDBSCAN [6, 14]
clustering to sentence embeddings from the all-mpnet-base-v2
sentence-transformers model [18], after dimensionality reduction
with UMAP [3]. GPT-4 is used to label the detected clusters based
on a random sample of the comments in each. The frontend displays
them in a table (Figure 2), with information on the percentage of
all comments each cluster accounts for, measures of the variance of
sentiment in each cluster, and the ability to browse the constituent
comments (not shown in the figure).

Change alerts. AudienceView also flags videos which are expe-
riencing unusually high or low rates of commenting, unusually
positive or negative sentiment, or high numbers of comments re-
questing an updated version of the video. These help journalists
detect changes in audience interest quickly. As baselines to com-
pare actual levels to, we use an exponential smoothing model for
comments and a simple weighted average by month for sentiment.
Requests for updated videos are rare (but informative) enough that
a baseline of each video receiving 0 of them is useful.

“Superfans”. The “superfan” commenters section indicates the
commenters with the highest (i.e., most positive) average sentiment
score across all included comments. To avoid bias from commenters
with few posts, only those commenters with at least 200 comments
are included.

4 Discussion and Evaluation
The Frontline team at PBS has provided helpful feedback through-
out the process of developing AudienceView. We have recently
begun conducting structured user interviews; the one interview
completed so far had a positive reaction and pointed particularly
to the topic detection and change alerts as helpful features. We
aim to develop the tool further, focusing especially on two priori-
ties: first, continued refinement of the interface with existing users,
under current IRB approval; second, with future approval, more
systematic measurement of its efficacy in newsroom workflows. In
the future, expansion to modalities or comment sources other than
YouTube would also expand the set of potential users.
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