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Abstract
Words often carry different meanings for people from diverse back-
grounds. Today’s era of social polarization demands that we choose
words carefully to prevent miscommunication, especially in po-
litical communication and journalism. To address this issue, we
introduce the Bridging Dictionary, an interactive tool designed to
illuminate how words are perceived by people with different po-
litical views. The Bridging Dictionary includes a static, printable
document featuring 796 terms with summaries generated by a large
language model. These summaries highlight how the terms are
used distinctively by Republicans and Democrats. Additionally, the
Bridging Dictionary offers an interactive interface that lets users
explore selected words, visualizing their frequency, sentiment, sum-
maries, and examples across political divides. We present a use case
for journalists and emphasize the importance of human agency
and trust in further enhancing this tool. The deployed version of
Bridging Dictionary is available at https://dictionary.ccc-mit.org/.

CCS Concepts
•Human-centered computing→ Empirical studies in HCI;
Web-based interaction; Visualization toolkits; • Computing
methodologies → Natural language processing.
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1 Introduction
Polarization is a significant feature of the political landscape in the
United States [8, 15, 19]. Previous research has shown that Republi-
cans and Democrats often use and interpret words differently, even
when speaking the same language [12, 20]. This linguistic divide
poses considerable challenges to public discourse, particularly in
journalism, where the use of words without an understanding of
their varying connotations across political communities can have
serious consequences. Journalists face the added difficulty of man-
ually reading and editing news content, a process that is not only
time-consuming but also prone to errors due to the constantly
evolving connotations of words online. To address this problem,
we introduce the Bridging Dictionary (BD), a tool designed to auto-
matically identify controversial terms across the political divides
and to summarize their different usages. We provide not only a
useful resource for the academic community, journalists, and wider
audiences but also highlight the importance of considering human
agency and trust in developing human-AI systems.

2 Related Work
Polarized language use in NLP. Researchers in political science

and Natural Language Processing (NLP) have found that there
is a partisan difference in language understanding [12]. R. Khud-
aBukhsh et al. [20] used modern machine-translation methods to
show that the Republican and Democratic communities use English
words differently. For instance, there are different connotations
when partisans use “undocumented workers” or “illegal aliens” to
discuss the same group of people. To address this issue, Webson
et al. [22] developed an NLP method to mitigate the political bias
of text representations, showing that it improves the viewpoint
diversity of document rankings. Recently, NLP researchers have
also proposed novel methods to quantify and debias the political
bias of language models [13, 14]. However, previous work focuses
on measuring and debiasing NLP models instead of facilitating
humans in writing less biased content. Our work fills the gap by
leveraging NLP to help humans understand the language bias and
facilitate them in writing and editing through an interactive tool.

NLP for qualitative analysis and sensemaking. NLP has been used
to develop computational tools for qualitative analysis and sense-
making [3, 7]. Among these tools, topic models are particularly
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prevalent for text analysis across various domains [9, 10, 24]. How-
ever, traditional NLP models often lack world knowledge, result-
ing in limited insights and interpretability [1]. The modern large
language models (LLMs) have enabled users to interact with un-
structured data through simple queries to extract more nuanced
and interpretable insights. Recent studies have explored the appli-
cation of LLMs to automatically extract and summarize valuable
information from texts [2, 5, 18, 23]. Despite these advancements,
there is a lack of research focusing on how LLMs can assist journal-
ists by providing qualitative insights for writing and editing. This
study aims to bridge this gap by introducing an interactive tool
to summarize the varying usage of terms across political divides,
thereby guiding journalists in their word choices in news writing.

3 System Overview

(a) The front page of “Bridging Dictionary: Paper Edition” with GPT-
generated summaries for representative terms.

(b) The front page of the interactive Bridging Dictionary demo. The
user can type any term they are interested in.

Figure 1: Selected views of the Bridging Dictionary: a static
paper page and an interactive front page with user text input.

The Bridging Dictionary (BD) comprises two main components:
(1) a paper dictionary and (2) an interactive demo. As illustrated
in Figure 1, the paper dictionary presents 796 representative terms
in a print-ready format, supplemented with summaries generated
by an LLM. The interactive demo, on the other hand, enables users

to explore the usage of a given term within Republican and Demo-
cratic communities in greater detail. BD leverages gpt-3.5-turbo,
a widely-recognized LLM, via OpenAI’s API to generate these sum-
maries. The term usages are sampled from a Twitter dataset [11],
which includes 4.7 million partisan-generated tweets (amounting
to 100 million tokens) from each side during the 2020 American
election. Users can customize both the dataset and the available
LLMs from OpenAI.

3.1 Paper Dictionary
We generate a static printable document called “Bridging Dictio-
nary: Paper Edition” that comprises 796 terms with LLM-generated
summaries. These terms are curated algorithmically: we identify
words and multi-word phrases that (1) occur sufficiently often
within both partisan communities and (2) have significant differ-
ences between the two communities, either in sentiment score or
in usage frequency. The parameters for these operations (i.e., the
thresholds for “sufficient” and “significant”) are adjusted manually
by an editor.

3.2 Interactive Demo
The interactive demo is a web-based generative dictionary pro-
viding greater detail and flexibility than the print version. It is
implemented with the Streamlit framework [21]. Whenever a user
types a phrase, the system provides a few functions to explore how
two communities (Republicans and Democrats) use this term, with
alternative suggestions and visualizations of the input data.

Statistics. This section offers an overview of tweets containing
the specified term from each community. The column “Matches per
Thousand Tweets” indicates the frequency of tweets that include the
term (e.g., “climate change”) per 1,000 tweets within a community.
The accompanying pie chart illustrates the proportion of term usage
between two partisan communities. Sentiment scores represent
the average sentiment for tweets from a community that matched
the term, with higher scores indicating a more positive sentiment.
Colored text highlights the comparative scores between the two
communities, helping users to interpret the data easily.

Summary. This section features LLM-generated summaries that
explain the usage of the term across divides and propose alterna-
tive terms. The generation follows a standard retrieval-augmented
generation (RAG) procedure, as outlined by Gao et al. [4]. Initially,
the system randomly samples up to 50 tweets containing the term
from a specific community, creates a prompt using these tweets,
and prompts the LLM to produce summaries with a simple query.
Importantly, the LLM is unaware of the community identity and
only uses the sampled tweets for its summarization.

Definition. This section generates a dictionary-style definition
of a term from each community’s perspective. This follows the
same RAG process as the Summary section but asks the model for
a definition instead of a summary.

Topic scatterplot. This section presents a two-dimensional interac-
tive scatterplot that organizes individual tweets by topic, grouping
similar topics closely together. Users can explore specific tweets by
hovering over the corresponding points, enabling them to review
the sampled tweets used for summary and definition generation.
The process follows a well-established pipeline (e.g., BERTopic [6])
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(a) Statistics (b) Summary

(c) Definition (d) Topic scatterplot (e) Sample list

Figure 2: Six core sections in the interactive demo to help users explore how two communities use a term differently.

transforming raw text into a scatterplot. It involves computing the
embedding for each tweet using a sentence embedding model, then
projecting these embeddings into two dimensions. By default, the
points are clustered and color-coded based on the outcome of a
clustering algorithm applied to these embeddings. For projection,
we employ UMAP [17], and for clustering, we use HDBSCAN [16].

Sample list. This section lists the sampled tweets from each group,
allowing users to read the information source.

4 Discussion and Evaluation
After deploying the Bridging Dictionary, we interviewed a profes-
sional journalist from Frontline, PBS’s flagship investigative jour-
nalism series known for its in-depth reporting on critical social
and political issues, and received positive feedback. Based on the
interview, the journalist particularly appreciate the statistics and AI-
generated explanations of how words are perceived across political
lines. However, they prefer selecting alternative words themselves

rather than relying on AI-suggested alternatives. The topic scat-
terplot and sample list features help the journalist make informed
word choices by increasing transparency and trust in AI-generated
output. During our interview, two promising directions emerged:
(1) enhancing the connection between LLM-generated content and
information sources by considering human agency and trust in
human-AI interaction, and (2) broadening information sources be-
yond Twitter and regularly updating the dataset to reflect evolving
language trends. We intend to further develop the tool based on
these suggestions, conduct a more comprehensive field study in-
volving more professional journalists and other users, and assess
the tool’s impact on writing and editing.
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