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What’s the problem?
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And what’s in it?

Kaplan et al (2020)

https://arxiv.org/pdf/2001.08361


We don’t really know!



Limited visibility into composition of 
commercial training data



Limited visibility into composition of 
commercial training data

Open models are more transparent, but 
underlying datasets are often not 
documented thoroughly or consistently 
(Longpre et al, 2023)

https://arxiv.org/abs/2310.16787


Why is it important?



Leads to several problems

Terms of use

CSAM & illegal content

- New York Times, Dec 27

- New York Post, Dec 18

- The Verge, Dec 20

Copyright

https://www.nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html
https://nypost.com/2023/12/18/business/openai-suspends-bytedances-account-after-it-allegedly-used-gpt-to-build-rival-ai-product-report/
https://www.theverge.com/2023/12/20/24009418/generative-ai-image-laion-csam-google-stability-stanford


Leads to several problems

- Vice, Nov 29

- Mashable, March 8

Personal information (PII) leaks

Bias and discrimination

https://www.vice.com/en/article/88xe75/chatgpt-can-reveal-personal-information-from-real-people-google-researchers-show
https://mashable.com/article/openai-chatgpt-racial-bias-in-recruiting


of HF datasets in a 
recent large-scale audit 
have incorrect licenses

65%

Longpre et al (2023)

https://arxiv.org/abs/2310.16787


What’s been done?



Provenance standards:
● Datasheets, data statements, data cards, 

data nutrition labels, D&TA DPS
● Important! But unevenly adopted

robots.txt:
● Aimed at search crawlers, not AI
● Next gen: “learners.txt” or consent 

registries like SpawningAI

Images via Adobe Firefly

Watermarking (a la C2PA):
● Either natural or generated content
● Can often be defeated or removed
● Difficult to do for text

Wa
ter
ma
rki
ng

https://arxiv.org/abs/1803.09010
https://doi.org/10/gft5d7
https://arxiv.org/abs/2204.01075
https://labelmaker.datanutrition.org/
https://dataandtrustalliance.org/our-initiatives/data-provenance-standards
https://datatracker.ietf.org/doc/html/rfc9309
https://spawning.ai/
https://c2pa.org/


Common Crawl:
● Standard source of pretraining text data
● Limited metadata, mainly text, doesn’t 

collect or break out fine-tuning data

Data Provenance Initiative:
● Structured repository of human-

collected metadata on ML datasets
● So far, only text fine-tuning data
● Human collection = less scalable

Hugging Face Datasets:
● Very popular ML dataset host
● Metadata is crowdsourced and 

frequently incorrect

https://commoncrawl.org/
https://dataprovenance.org/
https://huggingface.co/datasets


What’s missing?
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Much provenance information simply isn’t collected.

Wide adoption

For example, unspecified license information 
on some datasets.

Not having this info impedes research, 
causes friction for industry and blinds 
regulators.
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There are many ways to track provenance, 
authenticity and consent information…

Systematic adoption

…which are less than the sum of their parts.

Lack of standardization makes metadata
hard to use and hard to maintain.



Recommendations



We’re not proposing a new standard

xkcd

https://xkcd.com/927/


This is one problem, with many parts:

● Science: More predictable and interpretable models
● Law: Reducing legal risk & aiding compliance
● Policy: Informing regulators
● Equity: Benefiting dataset creators

They fit together! Similar changes can help all.

A holistic view is essential



Community-wide 
problems need 
community-wide 
solutions

This is a problem for the whole AI/ML 
community:

👩🎓👨🎓
Researchers

🏢
Companies

🏛
Governments

🧑🎨👨🎤
Creators



slongpre@media.mit.edu

wbrannon@media.mit.edu

Check out the paper!

arXiv

Thank you!

mailto:slongpre@media.mit.edu
mailto:wbrannon@media.mit.edu
https://arxiv.org/abs/2404.12691
https://arxiv.org/abs/2404.12691

